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Two-way microwave-optical quantum transduction is essential to connecting distant supercon-

ducting qubits via optical fiber, and to enable quantum networking at a large scale.

In Blésin,

Tian, Bhave, and Kippenberg’s article, “Quantum coherent microwave-optical transduction using
high overtone bulk acoustic resonances” (Phys. Rev. A, 104, 052601 (2021)), they lay out a two-
way quantum transducer converting between microwave photons and telecom-band photons by way
of an intermediary GHz-band phonon mode utilizing piezoelectric and optomechanical interactions
respectively (and are the first to work out the quantum piezoelectric coupling). In this work, we
examine both the piezoelectric, and optomechanical interactions from first principles, and together
with the evanescent coupling between optical modes, discuss what parameters matter most in opti-
mizing this kind of quantum transducer. For its additional utility, we have also compiled a table of
relevant properties of optical materials that may be used as elements in transducers.

I. INTRODUCTION

Quantum transduction (i.e., where quantum informa-
tion is transferred from one medium to another) is both a
critical and fundamental process needed to connect differ-
ent species of qubits in a quantum network. This makes
more diverse heterogeneous quantum networks possible,
and also allows us to leverage the complementary ad-
vantages [1-10] of different species of qubits. In par-
ticular, superconducting qubits, which function at mi-
crowave frequencies, enable rapid and deterministic gate
operations, while photon-based qubits allow one to send
quantum information long distances over optical fiber
at ambient temperatures with relatively low loss (e.g.,
0.18dB/km for SMF28-Ultra 200 optical fiber at 1550nm
[11]) compared to sending microwave signals over coax-
ial cables (of the order 10? to 103dB/km). However, the
(microwave/GHz scale) frequencies of light that inter-
act best with superconducting qubits are five orders of
magnitude below the (telecom) frequencies at which light
propagates best in fiber optics. Moreover, the amount
of random thermally generated microwave photons that
happen to be in a propagating microwave mode compared
to a single-photon microwave signal is large enough that
resolving a transduced microwave signal from noise re-
quires a cryogenic operating environment [12]. Unlike
classical networking, quantum signals cannot be simply
amplified for long-distance transmission due to the no-
cloning theorem [13]. Linear amplification of quantum
signals (possibly written on individual photons) cannot
be carried out without adding noise [14, 15]. This noisy
amplification to compensate for loss eventually reaches
an irreparable threshold where specific and distinct quan-
tum states (e.g., non-Gaussian states) cannot be reliably
transmitted over long distances. In order to connect dis-
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tant superconducting qubits — as is needed to establish
a network of superconducting quantum computers — it
is necessary to coherently convert microwave-photons to
telecom photons and back again with as little loss/noise
as possible.

In [16, 17], the authors present and then demonstrate
a model of a system that can transduce photons from the
microwave frequency band to the telecom frequency band
using a high-quality-factor acoustic mode to mediate a
pair of coupling interactions. First, light in the form of
microwave photons is converted into sound in the form
of GHz-scale phonons via the piezoelectric interaction.
Then, these phonons are up-converted into telecom-band
photons using an optomechanical interaction known as
the strain-optical or photoelastic effect, where the ex-
tra energy for the upconversion is provided by annihilat-
ing photons from a driving telecom-band laser field. By
utilizing resonant enhancement of both coupling interac-
tions (to couple the microwave and acoustic modes on res-
onance at the same GHz- scale frequency, and to couple
the acoustic mode to the splitting between the telecom-
band resonances in coupled micro-ring resonators), they
are able to increase the interaction strength, and in so
doing, improve transduction efficiency compared to pre-
vious approaches.

In this work, we begin by discussing the essential el-
ements underlying the piezoelectric and optomechanical
interactions in order to determine what factors are most
easily adjusted to maximize the efficiency of transduc-
tion. First, we give a brief overview of the system in
question, showing how the transduction efficiency is ob-
tained as a function of the coupling interactions. Fol-
lowing this, we review these coupling constants (derived
ab initio in the appendices), and explore what material
parameters and device design principles can be used to
maximize both the transduction efficiency as well as the
bandwidth over which efficient transduction can be ac-
complished, while minimizing noise.
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FIG. 1: Basic diagram showing the elements of the
piezo-optomechanical transducer in [16] (components
not drawn to scale). From left to right: A microwave
transmission line is coupled to opposite ends of a
piezoelectric medium bonded to a substrate inside of
which a micro-ring resonator (MRR) is embedded.
Outside the medium is a second MRR evanescently
coupled to the first, which is in turn coupled to a linear
bus optical waveguide.

II. THE PIEZO-OPTOMECHANICAL
TRANSDUCER

A. The physical system

The piezo-optomechanical transducer in Refs. [16, 17]
consists of multiple elements.

Two electrode plates are attached to either end of a
flat piezoelectric medium, connecting them to the pos-
itive and negative exit terminals of a microwave trans-
mission line. With this, microwave signals traveling to
the electrodes can be converted into acoustic vibrations
of the piezoelectric medium. See Fig. 1 for a simplified
diagram of the system.

Bonded to the piezoelectric medium (on the other side
of the electrode), is a cladding layer in which a micro
ring resonator (MRR) is embedded. This MRR is made
of a material sensitive to optomechanical (i.e., photoe-
lastic or acousto-optic) interactions while also serving to
confine and guide light within it. In this way, mechan-
ical vibrations in the piezoelectric medium, propagate
through the cladding layer and cause the MRR to vibrate
as well, which through the optomechanical interaction,
modulates the light propagating inside it. Together, we
may call this module of the transducer as the bulk acous-
tic resonator.

The micro-ring resonator inside the cladding layer
(what we will call the cladding resonator, or sometimes,
the “first” resonator) is next to a (nominally) identi-
cal [18] micro-ring resonator just outside the substrate
(what we will call the external, waveguide, or “second”
resonator), with a gap separating the two allowing for
evanescent optical coupling between the two resonators.

At the end stage of the transducer, the external res-
onator embedded in its own cladding layer is evanes-
cently coupled (optically) to an optical bus waveguide.
Laser light at a telecom frequency is supplied to the bus
waveguide, which is then coupled into the transducer.
The optomechanical interaction takes this pump light to-
gether with mechanical vibrations propagating through

the transducer to produce transduced light at a frequency
equal to the sum of the (optical) pump and microwave
frequencies. The transduced light then exits through the
bus waveguide to be separated from the pump and can
then be used in a fiber-optic-connected quantum network.

B. Theoretical model of transduction efficiency

Quantum-mechanically, we can describe the transduc-
tion process (in the single-mode approximation) with the
following Hamiltonian:

H = Twnb'b + hweete + hwyalay + huwadlas
+ hgpa @+ehO+bY) — héa{al(B+BT)
- hj(a}a2+a§a1) (1)

with definitions of symbols given in Table I:

| Transduction Hamiltonian symbols

Wm Mechanical resonance frequency
b mechanical (phonon) annihilation operator
We microwave photon frequency
é microwave photon annihilation operator
w1 substrate MRR resonance frequency
a1 | substrate MRR photon annihilation operator
w2 external MRR resonance frequency
Gz | external MRR photon annihilation operator
geMm |electromechanical (piezoelectric) coupling rate
G single-photon optomechanical coupling rate
J optical (evanescent) coupling rate

TABLE I: List of symbols in transduction Hamiltonian
and their definitions. See Table II for nominal
parameters.

Here, the Hamiltonian is broken down into terms as
follows. The first four terms are equal to the free field
energies of the acoustic field, the microwave field, and
the two optical fields in their respective resonators. The
fifth term describes the piezoelectric interaction, which
couples the microwave and mechanical modes. The sixth
term describes the optomechanical interaction, coupling
mechanical vibrations with the optical field in the sub-
strate MRR. The final term describes the evanescent cou-
pling interaction between the two MRRs. In Fig. 2, we
give a simple diagram showing where the different cou-
pling interactions appear within the system.

Not captured in the transduction Hamiltonian are the
input, output, external microwave, and optical bosonic
mode fields. As these fields are of bosons, we can
use standard input-output relations [19, 20] to phe-
nomenologically introduce loss and noise terms into the
Heisenberg-Langevin equations for the fields within the
transducer. In addition, we also assume that optical
backscattering is negligible, so that we need not consider
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FIG. 2: Diagram showing the mode couplings in a
quasi-schematic of a piezo-opto-mechanical transducer.
The microwave mode ¢, couples to the mechanical
mode b piezoelectrically. The mechanical mode b
couples to the optical mode a; in the cladding MRR
optomechanically. The external MRR optical mode as
is coupled both to a; and Gyt through evanescent
optical coupling interactions.

reverse-propagating optical modes, which would double
the complexity of the resulting dynamics for little benefit.

For simplicity of discussion, we leave the detailed
derivation of the transduction efficiency for Appendix B
(also described in [16]). Starting from (1), we first con-
solidate the equations of motion for the microwave and
acoustic fields into one that governs the piezoelectric in-
teraction. Next, we linearize the optomechanical interac-
tion on the assumption that the driving pump is bright
enough that it is not noticeably depleted by transduction
events. Following this, we transform to the frequency ba-
sis to convert the set of linear differential equations into
linear algebraic equations, and use the mathematics of
signal flow graphs to concisely obtain an amplitude for
transduction.

Defining the susceptibilities:

1
m W) = . 2a
) = S (22)

@) = — ) = —
Xo1(w) = —i(w—Al)Jr%’XOQ w) = Ciw—RA)+ 2
(2b

)

we can express the transduction amplitude as:

afout: = G- oV 561,2\/ 761X01X02Xm(;dl<] (3)
5in = Yaout,Cin 1+G2‘61|2X01Xm+J2X01X02

where 7, is the overall mechanical linewidth of the bulk
acoustic resonator, k1 is the resonance linewidth of the

first MRR, and ks is the resonance linewidth of the sec-
ond MRR (which is generally different from k; due to
the presence of the coupling to the bus waveguide).

The magnitude square of Gg_, &, is the microwave-
optical transduction efficiency. Here we note that the
amplitude for the inverse process of optical-microwave
transduction is different due to using aj instead of a,,
but the magnitude square (i.e., the efficiency) is identical
in both directions. While this may seem unusual, it
is worth pointing out that the forward and reverse
processes (i.e., direct vs converse piezoelectricity and
photoelasticity vs electrostriction) are coupled with the
same coefficients (See Appendix C for details).

Note: Upon close observation, one might conclude
that if light coursing through either MRR should induce
vibrations through the optomechanical interaction (i.e.,
electrostriction), then it is unrealistic to have an op-
tomechanical interaction in the transducer Hamiltonian
(1) acting on only the cladding micro-ring resonator.
However, assuming that the acoustic modes associated
to each MRR are decoupled from one another (e.g., are
spatially separated), we may treat the optomechancial
coupling in the external resonator as a loss mechanism
(incorporated into kg 2) that may be incorporated into
the Heisenberg-Langevin equations of motion. Moreover,
by choice of design, we can minimize this ancillary op-
tomechanical coupling by shaping the substrate around
the second MRR so that it sits within a vibrational node
at the appropriate mechanical frequency.

In order to use this formula for the transduction effi-
ciency amplitude, we will also need to know @; (w), which
can be solved as a function of the input pump spectrum
Gin(w) using the equations (B13):

i 0L (w)X02 (@) w2 - (4)
L+ J2x01 (W)xoa(w)

Qi

1=

In principle, we could substitute this expression into (3)
to have a single overall equation for transduction effi-
ciency, but we refrain from doing so for simplicity.

Where the ratio @;/d;, is the amplitude gain of the
field in the first MRR as a function of frequency (i.e., the
amplitude gain spectrum), we will explore how the inter-
MRR coupling J causes a splitting in the amplitude gain
spectrum in a later section. On resonance, this cavity
enhancement factor simplifies to:

lai|* 642K er 0
(k1 + K2)?|(k1 — K2)? — 16J?]

2 2
w:Alﬁ:J\/l—% (6)

where these resonances are found where the derivative
of the cavity enhancement factor with respect to w ap-
proaches zero.
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For this system, x? + k3 < 8J2, and we may approx-
imate these resonances at w = A; £ J with FWHM in
angular frequency of approximately (k1 + k2)/2.

In the next section, we will describe what goes into
determining the piezoelectric interaction constant ggas
(which in turn determines .. ), the optomechanical in-
teraction constant G, the inter-MRR evanescent optical
coupling constant J, and the evanescent bus waveguide
coupling constant Kez 2.

III. PHYSICAL FOUNDATIONS OF THE
INTERACTION CONSTANTS

A. The Piezoelectric interaction
1. Constitutive equations of piezoelectricity

The equations governing the piezoelectric interaction
[21, 22] are determined from thermodynamics. For a full
discussion of their derivation, see Appendix C.

Using standard definitions for the inverse dielectric
permittivity tensor n;;, the elasticity or stiffness tensor
cijke, and the stress-voltage form of the piezoelectric ten-
sor h;j;, [23], and having assumed a negligible difference
between the isothermal and isentropic forms of these con-
stants [24], we obtain the constitutive equations for the
piezoelectric interaction:

Xij = Cijretre + hijr Dy (7a)
E; = hijrxji + 1 D; (7h)

Here we have neglected the effect of temperature changes
to the electric field and to the stress, which would be
modeled with pyroelectric and thermal expansion tensors
(where strain is converted to stress via the elasticity ten-
sor). The elasticity tensor here is defined at a constant
electric displacement field. This is known as the piezo-
electrically stiffened elasticity because the dipole moment
built up in response to the applied stress works against
it to bring the system back toward equilibrium.

With the constitutive equations of piezoelectricity, and
a quantization of linear elasticity (also covered in [16] and
in Appendix C), one can derive a quantum-mechanical
Hamiltonian for the piezoelectric interaction in terms of
the quantized electric displacement field D; and quan-
tized mechanical displacement operator u;, which are
in terms of the microwave photon and GHz phonon
creation/annihilation operators ¢; n,y and (A)(j’n), respec-
tively:

. 1 A 0
Hint = —ihzjk/dSTDzaimuj (8)
= > st imm(E6m O+ €) b0 O+, €)
(9)

Here, gijk(mn) is the piezoelectric interaction coupling
constant between electromagnetic mode m and acoustic

mode n:

Wm
Wn,

()
AVoyy

Gijk(mn) =1

(10)
Note that this expression subtly differs from that in [16]
due to our quantizing the electromagnetic field in terms of
electric displacement field operators, which is needed to
make the dynamics consistent with Maxwell’s equations
[25]. In this expression, we have that: w,, and w, are
the frequencies of the microwave and mechanical modes
of order m and n respectively; Ve(f’fm) is the effective elec-
tromechanical mode volume for microwave mode m and
mechanical mode n (taken to be approximately the vol-
ume of the oscillating system ); nég) is the effective inverse
dielectric permittivity for microwave mode m (approxi-
mated as the inverse dielectric permittivity of the ma-
terial); hijr is the piezoelectric tensor (in stress-voltage
form); pesr is the effective density of the mechanical mode,
which we approximate as the density of the mechanical
oscillator; &(; ,,,)(7) is the it" component of the microwave
spatial mode function of order m; and wy; (%) is the gth
component of the mechanical displacement spatial mode
function of order n, so that its derivative with respect to
7k 18 an expression of the strain in this mechanical mode.
That the strain tensor can be described as a single deriva-
tive of mechanical displacement works on the assumption
that there is no rigid body rotation or torsion within the
material (as shown in Appendix E).

Comparing the piezoelectric coupling tensor g;;x(mn)
to our original hamiltonian for the total system and its
simplified equations of motion, we have:

22gE'M V Fea:
_— 11

where T" is the total microwave linewidth of the MRR,
equal to the sum of the intrinsic microwave linewidth I'g,
and the external microwave coupling rate I'.,. Where
9EM = 1Gijk(mn), We obtain a real value for ,/¥e;. In
general, 7., is a measured quantity rather than derived,
but we now see how changing the piezoelectric coupling
gen affects it.

VYex = —

2. Analysis of Piezoelectric coupling

The piezoelectric coupling coefficient g;jx(m») depends
both on bulk material properties of the piezoelectric
medium as well as properties that can be varied by design
and manufacture.

The bulk properties affecting the piezoelectric coupling
include the piezoelectric tensor h;j; (more commonly
tabulated as e;ji, = €icheji s0 that hijr = Nimem;jr [24])

as well as mass density of the material p(g?f) and the effec-

tive dielectric constant of the material eg.?) at microwave

frequencies.
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Apart from having a piezoelectric tensor with large ele-
ments, one may increase the strength of the piezoelectric
interaction by considering materials of lower density and
dielectric constant. However, the molecular origin of the
piezoelectric effect is such that these properties are inter-
connected. For example, a medium of the same atomic
polarizeability, but larger number density of atoms will
have a larger dielectric constant. The dependence of the
dielectric constant on mass density for the same atomic
polarizeability will depend on the molar mass of the ma-
terial.

In general, selecting a bulk material for optimum piezo-
electric coupling can be done by considering the ratio
(eiji)?/(csiperr) (alternatively, hZ;eomr/pesr) as a whole,
rather than attempting to control terms individually. See
Table IV in Appendix A for comparisons of different ma-
terials. Note here, that the dielectric constant is taken at
the GHz-scale frequencies, which will generally be sub-
stantially larger than what is seen at optical frequencies.
For example, Barium Titanate has a tabulated dielectric
constant of approximately 2000, but this does not cor-
respond to a huge refractive index in the telecom band
(of order n = 45). Instead, it is understood that the di-
electric constant generally decreases with frequency until
leveling off at unity at frequencies so high that the ma-
terial cannot respond fast enough to the incoming light
(i.e., doesn’t have enough time to be fully polarized be-
fore the direction of the electric field changes).

The adjustable properties of the piezoelectric medium
include its overall volume, its particular shape, and the
locations of the electrodes all of which may be designed to
match mechanical resonances with electromagnetic ones.

The portion of the piezoelectric coupling constant
given by these properties is:

h’L]k‘ / ow W(; n)( _)
d’r& T 7’
\/VE'M(m mech(n) @, m)( _‘) ory

Gijk(mn) X

(12)
Scaling up or down the overall volume of the piezoelectric
medium should not substantially effect g;;x(mn) because
of how the mode volumes are contained in the normaliza-
tion of &(; 1n)(7) and w(; »)(7). If we assume that doubling
the volume of the medium also doubles the effective mode
volumes, then doing so does not change g;jx(mn); the val-
ues of £ () and w; () would each increase by a
factor of v/2, which would cancel out the decrease by the
terms outside the integral. However, it is worth noting
that one cannot change the dimensions of the medium
in isolation. Other parameters, such as the resonant fre-
quencies, would change as well.

While changing the volume (i.e. amount) of the mate-
rial may not critically improve the piezoelectric coupling,
designing the shape of the medium to maximize the in-
tegral is an independent concern. In short, one must
maximize the overlap of the two functions inside the in-
tegral. If the electromagnetic and acoustic modes do not
overlap at all, then their product will be zero inside the
integral, giving a zero value for the coupling constant.

One way this zero overlap can occur is when the
polarizations of the electric field E;(7) and the strain-
induced electric field h;;ix ;1 are orthogonal. Whether or
not this can be achieved will depend on how the crys-
tal class determines the piezoelectric tensor. Among
the tabulated materials in the appendix with a particu-
larly strong piezoelectric effect (i.e.,AIN, BaTiO3z, KTP,
LBO, and ZnO), these happen to fall into crystal classes
where there are only five distinct nonzero elements to
the piezoelectric tensor (though symmetries between ele-
ments vary between classes). For these particularly piezo-
electric materials, the strain-induced (piezo)electric field
would have components E1 = hi5x13; Fo = hisx3 and
E3 = h311‘11 +h32$22—|—h335€33. Although somewhat com-
plicated, we can see that normal strains affect only the
z component of the generated electric field, and shear
strains affect only the transverse components of the elec-
tric field. Conversely, only the transverse components
of the electric field can generate shear strain, and only
the z component of the electric field can generate nor-
mal strain. When designing the piezoelectric component
of the transducer, and how it will interface with the op-
tomechanical elements, this geometry must be taken into
account.

Independent of polarization, the overlap integral can
be interpreted as an inner product between two functions
in position space. For more intuition, we can also con-
sider examining this overlap in momentum space. From
this we get the intuition that we can maximize the cou-
pling when the wavelengths of the microwave light and
the acoustic vibrations are equal (relative to the mo-
mentum uncertainty imposed by the dimensions of the
medium). That said, the dimensions of the nonlinear
medium impose lower limits to the momentum band-
width of the acoustic waves (via the uncertainty princi-
ple), so that a physically smaller medium will accommo-
date a larger range of wavelengths over which its acoustic
oscillation will be resonant with the microwave input.

B. The Optomechanical interaction

The optomechanical interaction we consider here is
the photoelastic interaction in concert with its converse,
electrostriction [21]. While the photoelastic effect de-
scribes how much the linear-optical constants of a mate-
rial change per unit strain (e.g, stress-induced birefrin-
gence), electrostriction describes the stress generated in
a mechanical material per unit optical intensity. Here we
note that other effects contribute to this optomechanical
effect (e.g., a moving-boundaries effect), but that these
effects may be incorporated into an overall effective pho-
toelasticity in the same way as the boundary walls of
an optical waveguide’s effect on propagating light can be
incorporated into an effective refractive index.

The strength of the photoelastic effect is parameterized
by the photoelastic tensor p;jie, which relates the strain
Zge to the change in the (relative) inverse permittivity
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Pijke = €0 <8;7,;> (13)
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The subscripts indicate that we are using the form of the
photoelastic tensor at constant temperature, displace-
ment field, and for all other components of strain. Using
the same kind of thermodynamic relations connecting the
forward and converse piezoelectric effects, one can show
that the photoelastic tensor is connected to electrostric-
tion:

9% X1y
p = €0 [ ==k . 14
Pijke E0<a[)iapj>”D (14)

See Appendix C 2 for details. Since the displacement and
electric fields are directly proportional to one another in
this regime, the photoelastic tensor is directly related to
the amount of applied stress generated as a quadratic
function of the electric field (i.e., electrostriction).

Although the photoelastic interaction is the basis for
the scattering of light by sound waves (i.e., Brillouin scat-
tering), it is worth mentioning that light can be converted
into phonons by other means. Where acoustic phonons
are described by quantizing the vibrations of the material
that come from fluctuations in the strain x;;, there are
also optical phonons describing vibrational modes in the
medium that do not contribute significantly to an overall
strain. These optical phonon modes occur between atoms
within a crystal unit cell, vibrating against each other
such that the center of mass of each unit cell is approxi-
mately constant (which implies the spacing between unit
cells and therefore the overall strain are approximately
unchanging as well) [26] (See Appendix D for a detailed
discussion of this point). Scattering of light off of optical
phonon modes is known as Raman scattering [27], and
does not contribute toward optimizing the transduction
efficiency other than as a source of noise.

1. The Optomechanical Interaction Hamiltonian

When a transparent medium is put under strain, it can
undergo a shift in its optical properties by the photoelas-
tic effect. When an optical cavity does this, its resonant
frequencies will shift in response to the changing permit-
tivity. This shift is well-described to first-order by the
modified Bethe-Schwinger formula [28, 29]:

f d37‘ (Aéij (I‘7 (Z))EJE)
o - —— — —— .
deT (G(wsgé}r,w))EiEj _ B(wug:(}r,w))HiHj)
(15)
Although other contributions are present, we can envelop
these effects into an effective photoelasticity tensor pf-]ﬁke,

in a similar way as boundary effects may result in an
effective refractive index in an optical waveguide.

AW~ —

To begin our simplified treatment, the electromagnetic
Hamiltonian is given by:

s 1 PN 1 - -
H = §/d3’l“ <77¢jDiDj + LLBIBJ> (16)

)

where the magnetic field modes B; are defined relative
to the electric displacement field modes D; in a manner
consistent with Maxwell’s equations [25].

Consider the first-order approximation of the effect of
strain on the inverse permittivity:

(ef 1)
t Ly (17)
€0

51 (wre) = 1i(0) +

If we substitute this expression into the electromagnetic
Hamiltonian, we find an interaction term of the form:

N 1
Hint = 5

so that the total hamiltonian when simplified is expressed
as:

1 =3 heoly (1 (1) (19)

m

where

Gm :\/ h p(%rl})yeff
mn n me h n T m EM Z.]
320 ViR e (b2 v M 2w,

* aw k,n (F)
1 € (I g (1) 2620 (20)

is the single-photon optomechanical coupling constant.
To our knowledge, this is the first expression for the op-
tomechanical coupling in transduction fully worked out
in the literature. Enfolded in the optomechanical cou-
pling constant is the supplementary concern of acoustic
impedance matching between the micro-ring resonator,
and the bulk medium in which it is embedded. By quan-
tizing the mechanical oscillations of the bulk and (first)
MRR together as a single object, the corresponding nor-
mal modes automatically include any boundary-related
effects between acoustic waves propagating into/out of
the MRR.

This optomechanical interaction hamiltonian facili-
tates frequency shifts related to the value of Gy, (b +b],)
between the frequency modes in question. Note here,
that because we are considering a single electromagnetic
field mode being coupled to the acoustic mode, we do not
include the summations over both multiple electromag-
netic field modes.

In the transduction scheme considered here, there is
a classically bright coherent state pump field in the
telecom band driving conversion of GHz-scale phonons
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into telecom-scale photons. Since the MRRs are be-
ing pumped in part by a classically bright driving laser,
we may describe the optical field modes as a sum of a
classical amplitude and a quantum fluctuation (e.g.,a —
a + 6a) and linearize the interaction hamiltonian, using
the linearization approximation:

ata — (a* + sal)(a+ da) = |af* + (asa’ +a*sa) (21)

(discussed in Appendix B 3), which yields the linearized
optomechanical interaction hamiltonian:

Hing = —hG (adal +a*0a) (b+5T)  (22)

Here, we have dropped the summation over multiple me-
chanical and frequency modes. Given a sufficiently nar-
rowband driving pump (relative to the mode spacing),
this single-mode approximation is sufficient for studying
the transduction efficiency. Where G is the single-photon
optomechanical coupling constant, Ga is often grouped
together as an overall optomechanical coupling constant.

2. Analysis of optomechanical coupling

The most straightforward way to tune the effective op-
tomechanical coupling Ga is to change the power of the
pump laser, which changes a. When this is not reason-
able (e.g., it approaches optical damage thresholds), we
can see how to change G itself both through bulk material
properties and design.

Regarding bulk material properties, we see from (20)
that G,,, scales linearly with the dielectric constant €ij
(owing to its inverse scaling with 7;;), multiplied by the
photoelasticity tensor p;;re¢, and divided by the square
root of the density of the material. Unlike the piezo-
electric interaction, the dielectric constant here is taken
at optical frequencies, and is approximately equal to the
square of the refractive index. In Appendix A, we have
tabulated the properties of common optical materials,
and one can see for example that barium titanate is a
promising candidate for a stronger optomechanical cou-
pling than the silicon nitride used in the MRRs in [16].
Crystalline silicon also has a higher optomechanical figure
of merit than silicon nitride, but its overall optomechan-
ical coupling is limited due to the two-photon absorption
that occurs in silicon at higher powers due to its narrow
bandgap.

For aspects of the optomechanical coupling that can be
affected by design, we must look to optimize the overlap
integral in G,,, (20). Starting with polarization, we can
focus on how the crystal symmetries affect the photoe-
lasticity tensor, and how that may ultimately affect the
optomechanical coupling.

B ). " ow k,n (F)
Grn X /d‘?rpl('jkz)’ ffg(i,m) (F)g(j,m) (F)#

(23)

For each crystal class, the symmetries of the photoelas-
tic tensor p;jre are nearly identical to the corresponding
symmetries of the (mechanical) elastic tensor ¢;;ie with
the exception that pijre 7 prei;. This means that while
the photoelastic tensor can be written as a 6 x 6 ma-
trix using Voigt notation, it is not guaranteed to also be
a symmetric matrix. Knowing this, the symmetries in
the respective upper and lower triangular parts of the
photoelastic tensor are inherited individually from the
corresponding symmetries in the mechanical elastic ten-
sor. We point this out due to the relative abundance of
information on the symmetries of the mechanical elastic
tensor.

With the symmetries of the photoelastic tensor in
mind, and because we have only one optical pump field,
we need only consider components in the form of p; i,
where ¢ = j when trying to optimize the optomechan-
ical coupling with regards to polarization. For most of
the crystal classes of tabulated materials with significant
photoelasticity, we find that the significant elements of
the photoelasticity tensor are the ones that connect com-
ponents of normal strain to components of the electric
field. In other words, we generally need to consider only
the underlying 3 x 3 matrix p;;;;.

Where the piezoelectric and optomechanical media are
mechanically bound to one another, the sound waves
generated by the piezoelectric medium will dictate what
strains need be considered in the optomechanical cou-
pling component. For example, where the electrodes in
the transducer are placed to generate an oscillating elec-
tric field in the vertical (z) direction through the piezo-
electric medium, we know that this predominantly pro-
duces normal strains ., also propagating in the z di-
rection. Thus, the elements to the photoelasticity tensor
significant to this transducer (in Voigt notation) will be
P13, P23 and psz. In Table IV, we have tabulated val-
ues of ps3, which gauge the extent to which this sound
can generate light polarized in the same direction (i.e.,
TM light polarized out of plane), propagating through
the resonator. Where it is more common to fabricate
resonators that support single TE (polarized in-plane)
optical modes, the important elements of the photoelas-
ticity tensor will be p13 and po3. Note that because the
optical field appears twice in the overlap integral, there
is no overall cancellation when integrating over the di-
mensions of the MRR.

Where conventional integrated photonics employ
single-mode waveguides for TE light (polarized in the
plane of the medium), MRRs made in this design will
have to have maximal p;3 and ps3 for maximum optome-
chanical coupling, though they need not both be large
for the coupling to be significant.

To maximize the spatial component of the overlap inte-
gral, we use arguments similar to those of phase-matching
in nonlinear optics. The MRR is very thin in the z-
direction, even when compared to the wavelength of the
GHz phonons propagating through it. Because of this,
we need only ensure that the MRR is located within a
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vibrational antinode to maximize the strain, as well as
its overlap with the optical field.

C. The optical (evanescent) coupling interaction

One special aspect of the design of this transduc-
tion platform is the use of a pair of coupled ring res-
onators, and using their symmetric and antisymmetric
supermodes as the principal optical resonances. A sim-
pler design would be to use just one micro-ring resonator,
optomechanically coupled to the piezoelectric medium,
and evanescently coupled to the optical bus waveguide.
Such a simplified system can in principal have transduc-
tion efficiencies comparable to what is seen in the more
sophisticated double-ring platform studied here, but at a
great cost that compromises its utility.

The resonances of a single MRR are (nominally)
equally spaced in frequency, relative to the integer num-
ber of wavelengths occurring in a round trip, and the dis-
persion in the MRR. When a single resonance is excited
with a classically bright pump laser to facilitate trans-
duction between adjacent resonances, one also generates
light at the transduced frequency due to (nondegenerate)
spontaneous four wave mixing (SFWM), where pairs of
generated photons at opposite adjacent resonances are
created by annihilating pairs of photons at the pump fre-
quency resonance. This can occur in these systems be-
cause the sum of the momenta of a photon one free spec-
tral range (FSR, i.e., the spacing between resonances) be-
low the pump frequency and a photon one FSR above the
pump frequency is approximately equal to the sum of the
momenta of a pair of photons at the pump frequency, sat-
isfying both energy and momentum conservation (which
is commonly called being phase-matched). The relatively
large number of photon pairs generated by SEFWM, com-
pared to the single photons we seek to obtain as a result
of transduction would overwhelm any transduction sig-
nal with noise. Moreover, with all resonances more or
less equally spaced, and the spacing needing to be only a
few GHz apart for microwave-optical transduction, there
would be more light generated at many other pairs of res-
onances due to their being phase-matched, which at high
intensity can also feed back into the transduced mode,
contributing still more noise photons at the transduction
frequency. On top of this, having an MRR large enough
to have an FSR in the GHz scale would have a radius of
the order of centimeters, making integration challenging
at a large scale.

By utilizing a pair of MRRs for the optical component
of the transducer instead of just one, the frequency res-
onances are similar to the single-MRR case, except that
each single peak is split into two adjacent peaks, whose
spacing is independent of the round-trip time in the
MRRs (See Fig. 3 for diagrammatic plot). By making the
spacing between the split peaks equal to the microwave
frequency, one is free to have a much wider FSR, employ-
ing much smaller MRRs (and thus a much smaller foot-

print) which will consequently have much smaller round
trip times, higher finesses, and a larger cavity enhance-
ment factor so that smaller pump powers may be used to
drive the system at the same intensity as would be needed
in the single-ring system. Because we can choose the
FSR to be much larger than the frequency splitting, any
light generated by SFWM in peaks equally spaced from
the pump resonance can be made so far apart that they
are either not phase matched due to dispersion (inhibit-
ing the generation of SFWM light) or else the SFWM
light that is generated is still readily filtered out from the
transduced light due to the large frequency separation.
If we pump one of these resonant peaks with classically
bright light, its adjacent peak (from the frequency split-
ting) will not be well-phase-matched for SFWM since
there is no corresponding resonance on the opposite side
of the pump resonance with the same frequency sepa-
ration. Thus, with the double MRR design, one nearly
eliminates SFWM as a confounding source of noise at the
transduction frequency without compromising transduc-
tion efficiency. SFWM is not entirely eliminated, but is
greatly suppressed relative to the one-ring case where all
wavelengths are resonant. This does not completely elim-
inate other confounding third-order nonlinear-optical ef-
fects, such as the pump intensity effectively changing the
index of refraction of the material (known as self-phase
modulation, of which electrostriction contributes a small
part).

1. Inter-MRR coupling constant

Consider the system of two coupled MRRs, one of
which is coupled also to a bus waveguide. For light travel-
ing between the two MRRs, we can define the amplitude
transmission coefficient for the light in one MRR to cou-
ple into the other resonator as sin(J7T') without loss of
generality for some arbitrary J. Here, we define T" as the
round-trip travel time in each MRR (assumed to be the
same for both MRRs).

If one were to examine the transmission spectrum of
light passing through the bus waveguide, in the limit of
minuscule coupling between the bus waveguide and the
MRRs so that the MRRs are approximately a closed sys-
tem, then one would find that the peaks and valleys of
the transmission spectrum are solutions to the equation:

(cos(JT) 4 cos(wT)) sin(wT) =0 (24)

with values:

T+ 2mn
T

{mr T+ 2mn
w =

nr J
T T 7

~J}inez (25)
where w = n7/T are the critical values where the spec-
trum is flat between resonances and between split reso-
nances, and w = (7 +27n)/T £ J are the locations of the
split resonances due to coupling between the resonators
(as seen in the solid curve in Fig. 3).
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FIG. 3: Comparison of transmission spectra through
the bus waveguide coupled to either a single
ring/double-bus (dashed curve) or a double-ring/double
bus (solid curve) micro ring resonator system. Here, we
see that for two identical rings of round-trip time T,
that the inter-MRR coupling introduces a splitting of
the resonances independent of the free-spectral range of
the rings. For this plot, we used critical coupling where
the round-trip loss in one MRR is equal to the
“reflection” coefficient off of the bus waveguide back
into the MRR. Losses and coupling parameters for this
plot were chosen to illustrate the structure of the
transmission spectrum. By utilizing this splitting, we
can use small rings with a large FSR (and therefore
large finesse and cavity enhancement factor) whilst
keeping the spacing between resonant frequencies of
interest in the microwave band to facilitate
transduction. Note: if we were to include optical
backscattering, this would amount to including a second
splitting on top of the already once split peaks
(resulting in quadruplets). In assuming the optical
backscatter is negligible, we assume this second splitting
is too small to be resolved, relative to the linewidth.

If one imagines these transmission peaks at central fre-
quencies wy £ J, one can consider a free-field hamiltonian
for the light at each of these two frequencies:

ﬁoPt = h(wo - J)dlymdsym + h(wo + J)&J;symdasym (26)

The light associated to these modes can be assumed to
be traveling back and forth between the two MRR modes
a1 and aq. If one takes Gy, to be a symmetric superpo-
sition of @ and a2, and Gqsym to be the antisymmetric
superposition of a; and ao, i.e.,

ay + ao ) a; — as

&S m das m ’
! V2 ! V2

then one will find a total optical hamiltonian of the form:

(27)

Hope = o (alan +afan ) — 1 (alas +afan)  (29)

which is precisely the form describing the system un-
der study here. From this, we may understand that the

evanescent optical coupling J between MRRs determines
the frequency splitting between the symmetric and anti-
symmetric supermodes used in this transduction scheme.
Tuning this evanescent coupling amounts to changing the
spacing between the MRRs, as described in the next sub-
section.

2. waveguide coupling constant

The waveguide coupling constant k.2 describes the
fraction of evanescent light surrounding the bus waveg-
uide that couples into the MRR next to it and vise versa.
To adjust this coupling, one can either change the dis-
tance between the bus waveguide and the MRR, or else
change the shape of the MRR to change the length over
which this interaction between modes occurs.

In general, the optical waveguide coupling is depen-
dent on the wavelength of the light being coupled. If we
consider two parallel waveguides close enough to one an-
other that the evanescent field surrounding one waveg-
uide overlaps with the other, we can express the light
propagating in the waveguides in a new basis. Instead of
separate modes interacting with one another, we can con-
sider superpositions of modes (i.e., supermodes) that are
independent of one another. Light initially in one waveg-
uide, is in an even superposition of the symmetric and
antisymmetic supermodes, but these modes in general
have different mode profiles, and as a result, experience
different effective indices of refraction (n(¥™, n{&¥™))
throughout the waveguides. Because of this accumulat-
ing phase lag between supermodes, the light overall oscil-
lates between waveguides with a characteristic coupling
beat length L. [30]:

A

2Angg™ — ng™™)

L.~

(29)

and the fraction of light in a given waveguide (estimating

the magnitude square of the coupling constant) goes as
2( Tz

cos*(3-).

Note: this means there is also something of a char-
acteristic beat length to the inter-MRR coupling J. For
maximum bandwidth, we would want the coupling length
between the two MRRs to account for no more than one
and a half times this beat length. That said, we must ac-
count for the desired value of splitting J, which will affect
our ability to have minimal wavelength dependence.

In the transducer system considered here, we can un-
derstand that if we are considering GHz-scale detunings
from a telecom-band wavelength, this is a correspond-
ingly small change in the coupling beat length L., and
therefore in the coupling constant. For the small detun-
ings considered in this paper, we may take the waveguide
optical coupling to be constant, but still something that
may be set at the time of manufacture.
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IV. DISCUSSION: OPTIMIZING THE
TRANSDUCTION EFFICIENCY

In this section, we will describe the basic formula for
the total transduction efficiency, and show how it de-
pends in various ways on the different coupling parame-
ters.

Using the equations coupling the different frequency
modes in the transducer (B12), one can derive an over-
all input-output relation for the transducer, as shown in
Section B 5:

Gout (W) = Gy, (W) Cin (W) + ... (30a)
VFez,2\/Yex mGayJ
Gdouhéin = 72 ’y XOlXOQX e (SOb)

1+ G?|@1)?x01Xm + J?X01X02

In this section, we will use our results to explore the
parameter space of transduction efficiency, and determine
how (if possible) one can achieve near unity transduction
efficiency. We will use the parameters of the transducer
in [16] as a baseline to see how much systems like these
may be optimized.

lNominal Transducer parameters‘

Wm 21 x 3.285GHz
Yo 27 x 2.6MHz
Iy 271 x 500MHz
I 21 x 15GHz
Ym 27 X 5.3MHz
Yex 21 x 2.98MHz
gEM 27 x 100.6MHz
J 7 x 3.285GHz
A1 21 x 3.285GHz
Ao 27 x 3.285GHz
K1 27 x 25.MHz
Ko,2 21 X 25.MHz
Kez,2 27 X 125.MHz
G 27w x 400Hz
Ym 21 x 2.6MHz

TABLE II: List of nominal transducer parameters from
[16].

Starting with the system parameters in Ref. [16], we
can reproduce their efficiency plot as a function of driving
laser power, as shown in Fig. 4 (shallow solid blue curve).

Where it is not straightforward from inspection to see
which values of the system parameters will yield a maxi-
mum transduction efficiency (3), we can make this anal-
ysis much simpler by expressing (3) in terms of coopera-
tivity parameters and relative coupling efficiency param-
eters (also called extraction efficiencies in [16]). Indeed,
expressing the transduction efficiency in terms of coop-
erativities yields simplified transduction efficiency formu-
las used in the quantum information science community
[4, 31-36]).

The optomechanical cooperativity parameter Cops will
be given by the product of two ratios; the ratio of the

100
—— [59emII5Kex2][10G][0.1y][0.1k4]
90+
[59EMIIBKex2][10G]
=2 80+ 5
T OgEM
Er0p .
— [EEES K,
AE 60 | ex2
i s0f nominal
2
& 407
3 30f
o
= 20t
10}
0 T A

1 10 100 1000
Input power in mW

FIG. 4: Transduction efficiency (B21) as a function of
driving laser power on resonance including nominal
values from [16] (solid blue curve); when we increase the
external bus waveguide coupling by a factor of 5
(dashed red curve); when we increase the piezoelecectric
coupling by a factor of 5 (dotted green curve); when we
increase both these constants by a factor of five, as well
as the optomechanical coupling by a factor of ten
(dot-dashed yellow curve); and finally, when we increase
all of these coupling constants by their aforementioned
factors, as well as lowering the optical and mechanical
losses by a factor of ten (solid black curve). Here we see
that a maximum transduction efficiency of 97.4% at
83.6mW of input power is achievable given suitable
material parameters and design.

optomechanical coupling constant Ga; over the optical
damping constant -5, and the ratio of the optomechani-
cal coupling constant Ga; over the mechanical damping
constant 25

COM = (31)

As a product of ratios of the coupling between two prin-
cipal modes over their loss/damping constants, coopera-
tivities much greater than unity place us in the regime
where the time scale of conversion between the two prin-
cipal modes is much faster than the time scale of scatter-
ing/loss among these modes. Indeed, the square root of
cooperativity is the ratio of coupling rate between modes,
over the (geometric) mean loss rate per mode.

For simplicity of analysis, we can generalize coopera-
tivity parameters to cooperativity functions (as was done
in [16]) over frequency using the appropriate susceptibil-
ities:

Cont (w) = G®|az*xo1 (w) xm () (32)

where the original cooperativity parameter is recovered
on resonance.

In addition to the optomechanical coupling, we define
the inter-ring optical cooperativity Ci2 as the coopera-
tivity between the respective optical modes in each ring
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(i.e., between a1 and d) as the corresponding product of
ratios of coupling over loss:

2

Ci2 = 2 (33a)
KR1K2

Ci2(w) = J*x01(w)x02(w) (33b)

With these cooperativity functions, the expression for the
transduction efficiency (3) greatly simplifies:

G\ |2: Kew,2X02(W) Yez Xm(w) 4Con (w)Cr2(w)
Gout;Cin 4 (1+COM(W)+C12(CU))2

(34)
On resonance, we can simplify the prefactors in the first
term of the transduction efficiency as a product of relative
coupling efficiencies %, and %, (also called extraction
efficiencies as they represent the fraction of outcoupling
not from intrinsic losses):

Kea2Xo2 (@) _ gy, e (35a)
2 Ko
%’"(w) = F(w) — :e“", (35b)

yielding a transduction efficiency formula on resonance
made of independent parameters that is also straightfor-
ward to optimize:

4ConrCi2

2y Py Py ——— 22
27 (1 4Conr+Cra)?

Gaout sCin’

(36)

The portion of the transduction efficiency expression ex-
cluding %5 and .%,, is known as the internal conversion
efficiency of the transducer.

Note: The parameters (Fa, Zm,Com,Ci2) are not
wholly independent functions, as for example .%,, con-
tains some factors shared by Cop;. However, they are
independently tuneable, since there are enough system
parameters that one may arbitrarily tune any one of
(%2, #m,Com,C12) while holding the other three con-
stant. Although this efficiency formula and its analysis
are given in various forms in multiple references [16, 31—
34], our treatment gives rigorous optimization conditions
to obtain a maximal transduction efficiency for interme-
diate levels of cooperativity.

A. Tuning the couplings
1. Straightforward optimization in terms of cooperativities

First, we note that the pump power appears only in
the optomechanical coupling, and consequently, only in
the optomechanical cooperativity Cops. This implies that
one may reduce the required input pump power for op-
timum transduction by increasing the single-photon op-
tomechanical coupling G. For the transducer in [16], G
is given in Table II as 27 x 400 Hz, but much higher

(beyond three orders of magnitude) optomechanical cou-
plings are achievable in similar piezo-optomechanical sys-
tems as seen in [37-42].

Since all four-variables in the transduction efficiency
expression (equation (36)) can be varied independently,
it is straightforward to show [43] that for any fixed set of
values (Z2, %,,,C12), the value of Cops that maximizes
the transduction efficiency is where Copy = C12 + 1. This
accounts for the single maximum seen in the transduc-
tion efficiency as a function of pump power plotted in
Fig. 4. For large cooperativities, this also reproduces the
impedance-matching rule of thumb of letting Cops =~ C12
to optimize transduction seen in the literature [31-34].

Moreover, the fact that the transduction efficiency
peaks at a finite power shows that, all other factors con-
stant, optimizing the transduction efficiency is more sub-
tle than simply increasing the coupling coefficients and
decreasing the losses. For a full mathematical treatment
optimizing the efficiency of a general quantum transducer
employing an arbitrary number of intermediate modes,
we recommend the reference [44].

In terms of (intra-ring) pump photon number |a;|?, the
critical pump power |G criticar|® to obtain the maximiz-
ing value of Cppy is given by the relation:

_ m [ 4T?
|a1,cm‘m'cal|2 = 1762 (@ + ’ﬁ) (37)
yielding the maximized efficiency:
Ci2
2 79
GoutsCinl 7 m .
e A =)

With this partially optimized transduction efficiency ex-
pressed as a product of independent monotonic functions
over the respective domains of independent variables, fur-
ther maximization is a straightforward selection of what-
ever system parameters maximize %o, %, and Ci3).
Moreover, we can directly plot the maximum transduc-
tion efficiency as a function of tuning the electromechan-
ical coupling ggas, and the waveguide coupling constant
Kez,2, as shown in Figure 5.

2. Optimal system parameters

Finding maximal values of %5, .%,,, and Ci2 can be

accomplished a number of ways, such as by minimizing
the intrinsic losses within x;, ko, and 7,,, respectively;
or by maximizing the external couplings e, and Keg2;
or some combination of these techniques.

Where 7., is related to the piezoelectric coupling via
the relation:
2

_ 2gijkmn\/ Fez (39)

’ch‘ T

we understand that selecting materials with higher piezo-
electric coefficients (all other factors constant), will in-
crease the maximum transduction efficiency, albeit re-
quiring a higher pump power to do so (see dotted green
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FIG. 5: Contour plot of maximum achievable
transduction efficiencies (given optimum pump

power /optomechanical coupling). The axes are given in
the base 10 logarithm of their frequencies (modulo 27)
to smooth out the variation of the efficiency over a large
range of parameters. The white dashed crosshairs give
the nominal values of gy and ke 2 for the system
studied in this work, corresponding to the peak of the
nominal efficiency vs pump power curve in Fig. 4. The
green pointed dot gives the maximum transduction
efficiency when increasing ggar and ke, 2 each by a
factor of five, as given by the peak of its corresponding
curve in Fig. 4

curve in Fig. 4). This is because increasing 7., in-
creases %,,, which increases the maximum transduction
efficiency. At the same time, increasing ., decreases
Conr, which can be increased back to its optimum value
by increasing pump power.

Changing the bus waveguide coupling k., 2 can be ac-
complished independent of the overall optical coupling
of the cladding MRR, 1, and the intrinsic optical cou-
pling ko 2 (describing optical losses) in the external MRR.
Similarly, as shown by the dashed red curve in Fig. 4,
the maximum transduction efficiency increases with in-
creased waveguide coupling, albeit at a higher power.
This can be understood because although increasing
Kew,2 Increases %3, while decreasing Cyz, the derivative
of the transduction efficiency with respect to keg 2 re-
mains positive so long as %5 is below the threshold value
(14 Cy2)/(2 4 C12), which is above 99.99% for the trans-
ducer studied here, making it a straightforward condition
to satisfy.

Note: it may seem surprising that one needs higher
pump power to recover the optimum transduction effi-
ciency following increasing k.2 given that a decreasing
C12 implies the optimum value of Cops = C12+1 decreases
as well, so that |a;|? would actually need to be reduced
to attain the maximum efficiency. This all is true, but
increasing Keg,2 indirectly decreases Cops because it de-
creases the cavity enhancement factor (5) between input
pump power |a@;,|? and the intra-ring pump power |a;|?.

By choosing materials with a strong photoelastic re-

sponse, among other properties, one can also tune the
optomechanical coupling rate, though this quantity only
enters into the transduction efficiency formula via the
driving laser amplitude [45]. Because of this, changing
the optomechanical coupling does not change the max-
imum transduction efficiency, but increasing it does de-
crease the required laser power needed in order to achieve
it.

It is interesting to consider that ultimately, the trans-
duction efficiency asymptotically approaches zero at suf-
ficiently high optical power. One interpretation of this
effect would be when the coupling is too large, the trans-
duced light may be generated either directly via trans-
duction, or as a higher-order effect where part of the
transduced light is back-converted and transduced again.
These modes of transduced light may interfere destruc-
tively with one another in a manner similar to what goes
on in optomechanically-induced transparency [46, 47].

Taken together, we can see that by simultaneously in-
creasing the optomechanical, electromechanical, and bus
waveguide coupling rates (from their nominal values in
[16]), the maximum transduction efficiency (dot-dashed
yellow curve in Fig. 4) more than doubles its nominal
maximum value (solid blue curve in Fig. 4) for reason-
able experimental parameters. For the system consid-
ered here, we point out that there is no one element
of the transducer that needs to be made of a material
with both a high optomechanical coupling, and a high
electromechanical coupling, as these processes occur in
different parts of the transducer, and may be optimized
independently. In addition, if we decrease the intrinsic
losses o, k1, and kg2 we directly increase the maximum
transduction efficiency by increasing .%,,, %2, and Cis.
As an example, the solid black curve in Fig. 4 shows the
maximum transduction efficiency for the system studies
here can be increased to above 97% if the intrinsic losses
can be reduced by an order of magnitude.

8. Mitigation of noise at high efficiency

At high transduction efficiency, we must answer the
question of whether or not the system will be over-
whelmed by noise photons in the transduction band
washing out the transduced quantum signal. Contribu-
tions to the noise arising from sources other than the mi-
crowave signal have been discussed comprehensively in
[16], and will not be reproduced here. However, just as
the transduced light generated from the input microwave
light is computable as an amplitude, we may compute
the amplitudes to produce light at the transduction fre-
quency from every noise source considered in the trans-
ducer. To the extent that the interactions in the trans-
duction process are considered unitary, the sum of the
squares of the overall coupling coefficients from each pos-
sible input mode (input and noise) to the output mode
Qout Mmust add to unity, so that at higher transduction ef-
ficiencies, we see a suppression of the conversion of noise
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FIG. 6: Transduction efficiency (B21) as a function of
input microwave frequency taken with a driving laser
power that maximizes the efficiency for w = w,, for each
respective set of parameters, starting with nominal
values from [16]. Here we see that in the nominal case,
the bandwidth of near maximal transduction scales is of
the order of the intrinsic mechanical linewidth g, but
that this bandwidth broadens substantially with
increased electromechanical coupling (since ,, increases
with ggas). Moreover, we see a frequency shift appear
at large electromechanical and waveguide coupling,
which could be due to a combination of the resonance
shift of the driving laser, and the frequency shifts
arising from linearizing the optomechanical interaction.

photons into those at the transduced frequency.

The amount of photons at the transduced frequency
due to sources other than the intended input microwave
photon will depend on the conditions of the experiments
(e.g., thermal noise photons depending on temperature,
power instabilities leading to relative intensity noise in
the pump, etc). Careful consideration of noise becomes
an issue when evaluating the transduction efficiency at
the single-photon level, where, say, a cryogenic environ-
ment would be required to minimize the number of ther-
mal microwave photons existing in the system that could
in principle also be transduced. As current SC qubits
operate at cryogenic temperatures, this is not a difficult
condition to satisfy in realistic quantum transducers.

B. Transduction efficiency vs bandwidth

Where our analysis has shown that high transduction
efficiencies are achievable at a given microwave frequency,
when that frequency is degenerate with the mechanical
resonance frequency, it is equally important to consider
over what range of frequencies these high efficiencies may
be maintained. In Fig. 6, the transduction efficiency is
plotted as a function of the input microwave frequency
detuning relative to the mechanical resonance, w — wyp,.

At each frequency, the driving laser power is chosen as
to maximize the transduction efficiency on resonance.

With nominal system parameters, the transduction ef-
ficiency is nearly uniform over a frequency range com-
parable to the intrinsic mechanical resonance linewidth.
The transduction bandwidth broadens substantially for
larger electromechanical coupling, since the total effective
mechanical linewidth ~,, increases with this coupling. In
Fig. 6, we have plotted the transduction efficiency spec-
tra to explore how the transduction bandwidth changes
with the coupling parameters.

A surprising feature is that the peaks of these trans-
duction spectra are not all centered on same value, but
appear to have a shift that varies with the coupling con-
stants (See Table IIT for shifts in each case). Moreover,
the plots in Fig. 6 are taken at the power level that maxi-
mizes the peak transduction efficiency on resonance (im-
plicitly setting Cop(w) = Ci2(w) + 1), which ought to
imply that all the transduction spectra have their max-
imum at the same frequency. However, in our earlier
analysis, we had neglected the frequency shift of the me-
chanical resonance due to the optomechanical interaction
when linearizing the optomechanical hamiltonian. In the
nominal case, this shift is small compared to the over-
all transduction bandwidth, but it grows as the coupling
rates are increased. A related phenomenon is the res-
onance frequency shift of the optical cavity, which also
increases as the coupling rates are increased, as seen in
(6), but more analysis is needed to fully characterize how
the shift varies with the different coupling parameters.

We may compensate for these shifts by changing the
frequency of the driving laser, among other tunable pa-
rameters. Nevertheless, it is of greater interest that
the bandwidth over which the transduction efficiency is
high broadens with these increased couplings, so that a
broader bandwidth of input states may be transduced
with near-unity fidelity as well.

[ case [ shift (MHz) [FWHM(MHz) |

nominal 0.0171 1.740

S5Kew,2 0.0799 1.546

59EM (broad peak) 12.344
59EM,Dkez,2, 10G 1.220 22.213
59EM, 5Kex,2, 10G, 0.170, 0.1k 1.207 21.366

TABLE III: Frequency shifts and bandwidths using
different cases of coupling parameters

V. CONCLUSION

In this article, we have examined the fundamental
physical principles behind quantum transduction in a
piezo-optomechanical system, and discussed strategies to
maximize the transduction efficiency, using the trans-
ducer in [16] as a principal example. To get a better
understanding of this concrete system modeled with ab-
stract physics, we focused on the physical foundations of
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the primary coupling constants in the interaction: the
electromechanical coupling constant for the piezoelectric
interaction; the optomechanical coupling constant for the
optomechanical interaction, and the waveguide coupling
constant for the evanescent coupling of light into/out of
the transducer. The waveguide coupling constant can be
optimized for most materials just by designing the system
to have the right spacing and coupling length between
the bus waveguide and the second (external) MRR. The
electromechanical and optomechanical interaction con-
stants can be maximized both by considering bulk ma-
terial properties (see Table IV for relevant materials and
strengths), and by designing the system to maximize the
overlap between the acoustic mode and the electromag-
netic mode (or its energy density), respectively.

With these fundamental ideas in mind, we examined
how the transduction efficiency changes as a function of
these interaction constants using the nominal system pa-
rameters in [16] as a starting point. We found that in-
creasing both the electromechanical coupling and waveg-
uide coupling will increase the maximum transduction ef-
ficiency, albeit requiring a substantially higher power for
the driving laser. However, by increasing the optome-
chanical coupling as well, we can decrease the required
power of the driving laser to more reasonable values to
achieve the maximum efficiency. In achieving these effi-
ciencies, we also examined over what bandwidth we may
transduce light at high efficiency, so that we may un-
derstand with what fidelity single-photon pulses of finite
bandwidth can be transduced. Defining the transduc-
tion bandwidth as the range over which the transduction
efficiency is greater than 50% of its maximum, we find

that this bandwidth can be enhanced substantially by
increasing the coupling strength of the electromechanical
and waveguide interactions. This comes with a frequency
shift that must be accounted for when selecting the cor-
rect frequency of the driving laser. Among other things,
we also found that it is critical to use a driving laser with
linewidth much narrower than the GHz-scale microwave
frequencies being transduced in order to avoid two-mode
squeezing generating light at the transduction frequency
that is not part of the transduction process. With an op-
timum choice of materials, systems of this type will work
well as transducers, provided the light they generate can
be well-separated from the driving laser field.
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Appendix A: Table of material parameters

Material parameters Figures of Merit
Material hss (V/m) ess (RF) ess (IR) p (g/em®) P3333 —> P33 fab. [EM]hgg\/FSB[ERF) [OM]ei“'“"a\l/‘)ﬁpi“3
Al O3 (sapphire) 0 (c.s.) [50] 8.6 [51] 3.05 [52] 3.99 [53] —0.2 [53] FC 0 —3.06 x 1071
Al;03 (alumina) 0 (c.s.) 11.54 [53] 2.72 [54] 3.8 [53] —0.237[55] (cle) | v 0 —3.31x 107!
AIN 0.145 [50] 9.5 [56] 3.67 [57] 3.255 [53] -0.107 [58] v 247 x 1071 | —2.18 x 107!
BaB,04 (BBO) 0.0224 [59] (clc) ~ 7.65 [60] 2.37 [61] 3.85 [62] 0.039 [63] X 3.16 x 1072 5.39 x 1072
BaTiO3 0.0017 [50] 2000 [51] 4.88 [64] |~ 6.00(m)[53] 0.77 [65] v 3.15 x 1072 1.53 x 10°
In203+Sn0O2(ITO) 0 (c.s.) [66, 67) ~ 4 [68] ~ 3.6 [69] 6.8 [70] ? v 0 ?
KD2PO4 (DKDP) 0 (pz) [71, 72] 50 [71] (op)[62] 2.344 [71] 0.17 [73] X 0 (op)
KH,PO4 (KDP) 0 (pz) [72, 74] 44.4 [51] (op) 2.338 [62] 0.122 [53] X 0 (op)
KTiOPO4 (KTP) 0.0935 [75] > 17.5 [76] 3.297 [77] 3.024 [62] ? FC 2.25 x 107 ¢ ?
KTa; - NbO3(KTN) 0.0267 [78] ~ 435 [78] ~ 4.74"*[79]| 5.759 [78] ? FC 2.32 x 107! ?
LiB3Os5 (LBO) 0.0971 [80] 10.71 [81] ~ 2.5"""[82]| 2.474 [62] 0.3 [83] FC 2.02 x 1071 4.77 x 1071
LiNbO3 0.0433 [50] 30 [53] 4.569 [84] 4.3-4.7 [53] 0.118 [85] FC 1.12 x 1071 2.54 x 1071
LiTaO3 0.0413 [86] 46 [53] 4.506 [87] 7.45 [53] -0.044 [53] FC 1.03 x 1071 —7.26 x 1072
PbZr;_,Ti; O3(PZT) || 8.68x107*m)[88] | ~2200(m)[89] 5.76 [90] 7.5 [91] ? FC 1.49 x 1071 ?
Si (crystal) 0 (c.s.) 12.1* [53] 12.1 [62] 2.330 [53] -0.097 (clc) [92] | v 0 —7.69 x 1071
Si (amorphous) 0 ~ 11.9 [53](clc)| 12.1 [93] 2.288 [94] ? v 0 ?
3C — 8SiC 0 (pz) [95] 9.72 [96] 6.6 [97] 3.21 [96] -0.11 [92](clc) v 0 —4.05 x 1071
4H — SiC —6.04x 1073 [95] 10.32 [96] 6.81 [98] 3.21 [96] ? v —1.08 x 1072 ?
6H — SiC —1.16x 1072 [95] 10.03 [96] 6.57 [98] 3.21 [96] ? v —2.04 x 1072 ?
SizN4 (amorphous) 0 (c.s.) 4.2 [53] 3.99 [99] ~ 3.17 [53] 0.239 [16] v 0 5.35 x 107!
SiO2 (amorphous) 0 (c.s.) 3.75(53] 2.09 [100] 2.196 [53] 0.121[53] v 0 1.45 x 1071
o — SiO2 (quartz) ||0 [24, 101, 102] (pz) 4.60 [53] 2.36 [103] 2.648 [53] 0.1 [53] X 0 1.45 x 1071
SrTi03 (STO) 7*(pz) [104] 2 x 10%* [105] 5.20 [51] ? ? X ? ?
B — Taz0s5 ? 19.5 [106] 4.20 [107] 8.015 [108] |~ —0.05 (est)[109]| v ? —7.41 x 1072
ZnO 0.0906 [50] 8.2 [53] 3.01 [110] |5.6-5.676 [53] —0.235 [53] X 1.09 x 1071 —2.98 x 1071

TABLE IV: Electromechanical and photoelastic constants of various materials along with electromechanical [EM]

and optomechanical [OM] figures of merit (FOM). Rows tinted in yellow have a large electromechanical FOM, while
rows tinted in cyan have a large optomechanical FOM. (c.s.) stands for centrosymmetric. (clc) means the parameter
was calculated or estimated from data in the appropriate reference. (m) means the data is taken as the mean value
from mutiple differing samples. The symbol (op) means the material is opaque at the particular wavelength
considered. The symbol (pz) indicates the material is still piezoelectric, but that the particular coefficient is known
to be zero. The symbol (mean) for the piezoelectric coefficient of PZT is because it is the average taken of two
different samples labeled PZT in the respective reference. Note: numerous parameters in this table are defined
under differing laboratory conditions, but serve to gauge their relative electromechanical coupling. Also, the
material PZT has a nonlinear piezoelectric interaction at the high voltages typically used in piezoelectric
technologies, but not at the single-photon level considered here. The piezoelectric constants for SiC were estimated
using similar polymorphs in [95]. Cells with a question mark were not found in the scientific literature, but are
shown to motivate their future determination. (* at cryogenic temperatures) (** averaged over different values of x
and taken at 1539nm) (*** extrapolated from Sellmeier equation). Note. for DKDP and KDP, references [74] and
[62] disagree on the crystal structure (point group), which will affect whether this piezoelectric coefficient es; is
necessarily zero. For convenience: ¢y = 8.8541878128(13) x 10~ '2N/V2. Note: in [104], SrTiO3 undergoes a phase
transition at about 110K, above which, it is centrosymmetric. Note: column labeled Fab. indicates which materials
have been successfully used in fabricating integrated photonics (X for no; FC for front-end compatible (can be used
in on-chip fabrication only prior to depositing metal electrodes); and v~ for yes).

Appendix B: Solving for the transduction efficiency
1. Consolidating the Piezoelectric interaction

The Heisenberg-Langevin equations of motion for the microwave and mechanical fields (not counting optomechanical
coupling) are:

a = _iwml; - %i) - ZgEM(é + éT) + \/%fm (Bla)
dé ) P A P /=7 R
%:—Zwac—E —ZgEM(b+bT)+ FOfMW"’\/gcin (Blb)
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where ¢ is the microwave mode in the cavity (distinct from the transmission line modes ¢, and ¢ou); where g is the
intrinsic loss rate of the mechanical mode l;, and where fm and fMW are (bath) noise-mode annihilation operators
for the mechanical and microwave fields, respectively. Note: Because we do not assume any applied acoustic input
field, we need not define an explicit acoustic input mode bin as distinct from the mechanical noise mode fm, when
obtaining the Heisenberg-Langevin equation for b [19, 20].

In frequency space, these Heisenberg-Langevin equations become:

(—i(w—wm)—i—%)b:—igEM(E—FET)—F\/'TOfm (B2a)
1 o _
XMWé = —igppm (b + ) + VTofuw + VT exbin (B2b)

If we neglect counter-rotating terms, we may substitute the expression for ¢ into the equation of motion for b and
(going back to the time domain) obtain the effective equation of motion for b:

db

i —iwmb — ’%nl; + /Yealin + \/mfpiezo (B3)

where:
777” = % + 9B XMW (B4a)
VAnoisefpiczo = /Ao fm — igmmrxarw V/To farw (B4b)

The fact that we have neglected optomechanical coupling in these equations does not prevent us from making this
substitution. The portions of the total system hamiltonian that depend on both & and b (i.e., the optomechanical
interaction) do not depend on ¢é. Because of this, the equations of motion of the microwave field are the same as an
incoming/outgoing free field coupled to a cavity mode b. Although one could include the optomechanical coupling

in the equations of motion of 137 its effect cancels out when deriving the input-output relation for this piezoelectric
interaction. In addition, the broad bandwidth implied by the multi-GHz scale of T' in [16] implies that for the
frequencies of order 1 GHz away from the mechanical resonance, we may still approximate x s as a constant, which
makes this overall simplification possible.

2. Piezoelectric and optical input-output relations

To simplify the equations of motion for the transducer (and from them, obtain the transduction efficiency), we
may (as was done in [16]) interpret the consolidated Heisenberg-Langevin equation of motion for the microwave and
mechanical fields (B3), as one in which input and output microwave fields (¢, éout) are coupled to the cavity acoustic

mode b via the input-output relation (in frequency space):

6in + Eout = 'Yefci) (B5)

Here, 7., is the external coupling constant between the microwave and mechanical fields. The overall coupling constant
Yex 18 given in terms of the microwave susceptibility x arw (w), the electromechanical (piezoelectric) coupling rate ggas,
and the coupling constant I'., between the microwave input and the microwave mode in the transducer:

V Vex = 7ZgEMXMW Fez (BG)

1 2
A= B7
—i(w—wyw)+5 T (B7)

XMW =

where the total microwave damping constant I' is the sum of intrinsic microwave loss rate I'y and the loss rate due to
(deliberate) external coupling T.,.

In addition to the input-output relation describing the consolidated piezoelectric interaction, we also use an input-
output relation to describe the coupling interaction of the pump field in the bus waveguide with the external MRR:

din + dout =V Kew,2d2 (BS)

Here, @i, and doyt are the annihilation operators (in frequency space) for the incoming and outgoing field modes in
the bus waveguide, and k.2 is the optical coupling constant for light moving between the bus waveguide and its
adjacent MRR.
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To clarify future discussion we assume the pair of MRRs in the transducer are identical (so that w; = ws). Moreover,
we assume the pump laser is operating at frequency wy, and transform the transducer Hamiltonian to a frame of
reference rotating with this frequency:

H = hwpnbd + hAalay + hAgahas
— hJ(&];dQ‘f'&;dl)
- héa{al(i)%f) (B9)

where for example, A; = wy —wy. This simplification also makes the equations of motion numerically simpler as all
principal rates of oscillation in this frame are of comparable orders of magnitude.

3. Linearizing the optomechanical interaction

The second major simplification (also carried out in [16]) is to linearize the optomechanical interaction by first
transforming the hamiltonian with coherent-state displacements of the optical fields, and a corresponding displacement
of the mechanical field. For example: a; would be transformed to the sum of a mean coherent state amplitude a;
and the mode annihilation operator da; [111] (so that a3 — @; + ddy). After this transformation is carried out, a
mechanical displacement is used to simplify the term proportional to |a;|? as a negligible zero-point energy term that
does not affect system dynamics. Finally, the term proportional to 5&16&1 is neglected as insignificant compared to
the rest of the system dynamics. Not counting a subtle frequency shift (since we can redefine the resonant frequencies
accordingly) and neglecting a separate zero-point energy shift that does not affect the system dynamics, the transducer
hamiltonian simplifies to:

H = hwnbth + hAyala + hAsadas
— nJ(afaz+atan)
— G (@00} +ajoan) (b+5) (B10)

For a more comprehensive treatment of this linearization approximation of the optomechanical hamiltonian, we
recommend Section 2.7 of Ref. [111].

4. Obtaining the Transducer’s equations of motion

With the hamiltonian linearized, we perform another unitary transformation with respect to the free optical and
mechanical hamiltonians so that their quantum operators rotate at their respective frequencies (or detunings). Where
the detunings between the central frequencies of a; and ds and the driving laser (A1, As) are of the same order as the
GHz-scale vibrational frequencies of the sound being generated by the piezoelectric coupling with microwave photons,
we can split the optomechanical interaction neatly into two terms; one driving the transduction, and one driving
two-mode squeezing between the acoustic and optical modes:

H = hwpb'b+ hAalar + hAzalas (B11)
- hJ(a{a2+a§al)
_ ﬁé (al(sali)e—i(A1—Wm)t + d?a&Ii)Tei(Al—an)t)

By Te (alaa{z}fe*iwvnﬂlﬁ + a’;aalz}e“w*ﬁl)t)

Note that these oscillating phases appear because we perform this transformation after linearizing the optomechanical
interaction.

With the hamiltonian (B11) partitioned in this way, one can show that if we use a pump laser with frequency wr,
above the optical resonance w; by amount w,, (i.e., Ay &~ —w,,), we are in the regime of two-mode squeezing since
the squeezing portion of the optomechanical interaction oscillates slowly near zero frequency, while the transduction
portion oscillates rapidly at frequency ~ 2w,,, and does not contribute significantly to the overall time evolution of the
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system. Note that this approximation can only be taken if the characteristic interaction time is long enough relative
to 1/(2wy, ), which imposes minimum quality factors that are not very restrictive for the microwave photons, since
the full mechanical linewidth is nominally three orders of magnitude smaller than 2w,,. However, this does impose a
significant restriction to the minimum quality factor of the optical resonators, with a central frequency multiple orders
of magnitude larger than 2w,,. It is worth noting that for the nominal transducer parameters in [16], that the optical
linewidths are still significantly smaller than 2w,,, implying a large optical quality factor. In this two-mode squeezing
regime, we end up producing entangled phonon-photon pairs of telecom-band photons and GHz-scale phonons instead
of converting one into the other.

Alternatively, if we set the pump laser frequency wy, to be below wy by amount w,, (so that A; = w,,), we end
up in the transduction regime where the transduction portion of the interaction oscillates slowly, and the squeezing
portion oscillates rapidly so that now it is the squeezing that does not contribute significantly to the system dynamics.
Considering the system being driven in the two-mode squeezing regime to create entangled microwave-telecom photon
pairs has its applications in quantum networking [112], but in this work, we exclusively consider the system in the
transduction regime. In this regime, w; ~ w; — wy,, and we assume the bandwidth of the pump laser is narrow
enough that we may neglect any two-mode squeezing contribution to the optomechanical interaction term of the
system hamiltonian (B11).

If we take this rotating wave approximation, and Fourier-transform to frequency space, then together with the input-
output relations, this gives us the following simplified equations of motion for the quantum fields in the transducer:

1 _ - .
———0ay = iJoay + iGay(w — A¢)b + \/Ko1 fo1 (B12a)
Xo1(w)
1 N
ﬁ(mz =1J0a1 + \/Ro2f0,2 + \/Fex,200in (B12b)
Xo02(wW
1 - _ -
@) b=1iGaj(w+ Ay)dar + /Yo fm + V/Fexlin (B12c)
Qin + Qout = VvV /fex,2af2 (Bl?d)
Ein + Eout = erwB (B12e)

where fOJ and fo’g are (intrinsic) noise mode annihilation operators for the optical fields in each resonator; kg ;1 and
Ko,2 are their corresponding coupling rates; and the transduction detuning Ay = A — wy, is defined to condense
notation. In this way we account for loss due to scattering/absorption as well as due to deliberate out-coupling to
the bus waveguide.

Where we have decomposed the optical fields as a sum of a classical mean amplitude and a quantum annihilation
operator, and separated out the quantum component to the equations of motion, what remains describes the evolution
of the classical mean fields:

1 = -
a1 =1iJa B13a
Xo1(w) ! 2 ( )
LI iJay + a (B13b)
as =1Ja Rex,2Ain
Yoo (@) 2 1+ vKex,2
where we define the susceptibilities:
(w) = ! (Bl4a)
Xm0 = i — wm) +
1 1

w)=—"-——7——; w)=————— B14b
Xo1(w) —i(w—A)+ 5 Xo2(w) —i(w—Ay)+ 2 (B14b)
where the shift comes from incorporating the linear phase in the Fourier transform. Note that, from the context of
the equations of motion, we have k1 = Ko,1; K2 = K02 + Keg,2; and Y, = Y0 + 4g?5M/F. To simplify things further,
we will assume A; =~ 0 relative to the laser linewidth. With this, we obtain the simplified equations of motion from
which we will obtain the transduction efficiency.
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FIG. 7: Signal flow graph for the piezo-optomechanical transducer in the rotating wave approximation.

5. Determining the transduction efficiency

With the equations of motion given as a linear system, we can solve them to obtain Gyt as a linear function of ¢,
among other variables, and from this, the transduction efficiency.

0Gout ~ Gy éinCin + Gagye,ain 00in
+ G&out)fm, fm + G&mmfo,l fO,l
+G fo2 (B15)

aout7f0,2

Here, the coefficient Gg_, &, is called the overall gain between modes &, and Gout, and is a transfer function in the
context of Fourier analysis. As a function of w, its magnitude square is the transduction efficiency from microwave
photons at frequency w, to optical photons at frequency w + wry,.

While one could compute Gg,,, &, by brute force from the system of equations (B12)(B13), reference [16] introduces
representing the system as a signal flow graph and using Mason’s Gain rule [113] in order to obtain the transduction
efficiency in a simpler fashion that gives intuition on the internal dynamics of the system.

In Fig. 7, we show the signal flow graph for our system. With this signal flow graph, we can compute the transduction
efficiency as the magnitude square of the overall gain from ¢, to Gous-

First, there is only one path from ¢&y, to dout with overall gain:

G1 = /Fex.a\/ Vex X01 X02Xm Ga1J (B16)

where the path goes from node ¢, to b to d1 10 s t0 Gout (following along the arrows), and the path gain is the
product of the gains between each pair of adjacent nodes in the path. There are only two loops (which are defined as
paths that begin and end on the same node without touching any other node twice), and they have gains:

Ly —G2|a1|2X01Xm (Bl?)
Ly = —J*X01X02 (B18)

The graph determinant A is defined as 1, minus the sum of all the single loop gains, plus the sum of all products of
pairs of loop gains from non-touching loops (i..e, they share no nodes), minus the sum of all products of triplets of loop
gains from non-touching loops, and so on. For a signal flow graph as simple as this transducer, the sum terminates
quickly (there are only two loops and they touch each other), and we obtain:

A=1+ GQ|@1|2X01Xm + J2X01X02 (B19)

The sub-determinant A; associated to the path with gain G is defined in the same way as the total graph determinant
A, except that all loop gains touching this path are set equal to zero. Here, A; is unity because all loops touch this
path.
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With this, Mason’s Gain formula gives for the overall gain from ¢, to Gous:

afout GlAl GlAl
— — B20
Cin ; A A (B20)
which in terms of our system variables is given by:
&out _ ~ o \/Kem,Q\/’yexXOIXOQXmGdIJ (B21)
Gno 14 G2lan 2xo1Xm + J2X01X02

whose magnitude square is the microwave-optical transduction efficiency. Here we note that the amplitude for the
inverse process of optical-microwave transduction is different due to using aj instead of a;, but the magnitude square
(i.e., the efficiency) is identical in both directions. While this may seem unusual, it is worth pointing out that the
forward and reverse processes (i.e., direct vs converse piezoelectricity and photoelasticity vs electrostriction) are
coupled with the same coefficients. This point will be elaborated on in the next Appendix.

Note: Upon close observation, one might conclude that if light coursing through either resonator should in-
duce vibrations through the optomechanical interaction (i.e., electrostriction), then it is unrealistic to have an
optomechanical interaction in the transducer Hamiltonian (1) acting on only the cladding micro-ring resonator.
However, assuming that the acoustic modes associated to each MRR are decoupled from one another (e.g., are
spatially separated), we may treat the optomechancial coupling in the external resonator as a loss mechanism
(incorporated into kg2) that may be incorporated into the Heisenberg-Langevin equations of motion. Moreover, by
choice of design, we can minimize this ancillary optomechanical coupling by shaping the substrate around the second
MRR so that it sits within a vibrational node at the appropriate mechanical frequency.

In order to use this formula for the transduction efficiency amplitude, we will also need to know a;(w), which can
be solved as a function of the input pump spectrum a;,(w) using the equations (B13):

0 J er,2 ~
1 X01(§)X02(W)mam (B22)
1+ J2x01(w)x02(w)

QM

1=

In principle, we could substitute this expression into (B21) to have a single overall equation for transduction efficiency,
but we refrain from doing so for simplicity.

Appendix C: Thermodynamic and quantum Foundations of the piezoelectric and optomechanical interactions

The differential change in internal energy dU of a dielectric (of which piezoelectric media are a subtype) can be
given by the expression:

dU = TdS + Xjdx;; + E;dD; (C1)

where T'dS is the heat flowing in/out of the system, X;;dxz;; is the work done on/by the system, and E,;dD; is the
change of electromagnetic energy in the dielectric. Here, X;; is the mechanical stress tensor describing the various
components of forces acting on various planes of the dielectric, while x;; is the mechanical strain tensor, describing
the deformation of the medium. To condense notation, we use the Einstein summation convention, where repeated
Cartesian indices implies summation over them.

The constitutive equations of the piezoelectric interaction come from the Maxwell relation of either this internal
energy, or one of its Legendre transformed free-energy analogues. Using the Helmholtz free energy F' such that:

F=U-TS (C2a)
dF = —SdT + X,;dw;; + E:dD; (C2b)

and assuming that the derivatives in the Maxwell relation are approximately constant for the fields and stresses

considered, we obtain:
0X,; 0X;,;
Xij ~ < J) T + ( J) Dy, (C3a)
Oz T.E,7 0Dy, T,D,%
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Oy, T,D,% oD, z,T,D

This assumption of approximate constancy is particularly well-justified for the single-quantum-level perturbations
considered in quantum transduction, but generally applies to macroscopic fields and stresses whenever these inter-
relations are approximately linear (e.g., we remain in the regime of elastic deformation and linear optics). Note
that the derivative in the second term in (C3a) is equal to the derivative of the first term in (C3b) since these are
mixed second-derivatives of the Helmholtz free energy F (i.e., form a Maxwell relation). These constitutive equations
would ordinarily each have an additional term containing derivatives of temperature (e.g., pyroelectric/electrocaloric
coefficients), but may be neglected assuming either a near-constant, or near-zero temperature.

Using standard definitions for the inverse dielectric permittivity tensor 7;;, the elasticity or stiffness tensor c;;ie,
and the stress-voltage form of the piezoelectric tensor h;ji, (note that the more common stress-charge form is e;; such
that hijr = Nimeémjr and we have assumed a negligible difference between isothermal and isentropic forms of these
constants [24]) gives us the constitutive equations for the piezoelectric interaction

Xij = Cijle@he + hije Dy (Cda)
FE;, = hijkxjk + T]z'ij (C4b)

Based on the origin of these constitutive equations, we can be aware that they are isothermal constants defined at
some fixed temperature. The elasticity tensor here is defined at a constant electric displacement field. This is known
as the piezoelectrically stiffened elasticity because the dipole moment built up in response to the applied stress
works against it to bring the system back toward equilibrium. This is in contrast to the constant electric field case,
where the ends of the piezoelectric material would be in electrical contact so that charge is free to flow to cancel
out the generated electric dipole moment. By considering how mechanical energy is converted into electrical energy
when a piezoelectric medium under strain is released with and without short-circuiting the system, one can find the
electromechanical coupling tensor, but that is beyond the scope of this work.

Note: The material-property tensors discussed here with more than two indices are often expressed in the lit-
erature with fewer indices. In this case, all distinct components are accounted for, but tabulated using Voigt notation
(e.g., c2023 — C24).

1. Quantizing sound for the piezoelectric and optomechanical interactions

The framework of quantum optics is based on a canonical quantization of the classical electromagnetic field. Gen-
erally speaking, one decomposes the field into a set of orthogonal modes, finds the Lagrangian for the electromagnetic
field for each mode, and transforms it to a Hamiltonian, obtaining canonical coordinates and momenta in the process.
Where the hamiltonian for these field modes is mathematically equivalent to a set of simple harmonic oscillators,
we can replace these conjugate coordinates and momenta with conjugate quantum operators. Where the classical
conjugates have a unit Poisson bracket, the conjugate quantum operators will have a commutator equalling ¢A. In a
similar way, we may quantize the acoustic field in an elastic medium.

For an elastic medium, its Lagrangian density is given by the difference between kinetic and potential energy per
unit volume:

1 .. 1

‘Ceaszf il — 3
tas = 5Pl — 5

CijkeTijThe (C5)
Here, u; () represents the i'" component of the displacement of the medium from its original location given by vector 7
and dots over vector components (e.g., ;) represent time derivatives. In the approximation that we neglect rigid body
rotation, we can replace the elements of the strain tensor x;; with corresponding spatial derivatives of displacement
du;/dr; (see Appendix E for details)[114]. This Lagrangian can be transformed to the Hamiltonian:

Ou; Ouy,
Hepas = d3 i Usg % - C6
! / {puu —&-c]uar] BTJ (C6)
Here, the displacement can be decomposed as a sum over acoustic modes:
ui(7t) = 3 (Wi (Fe !+ u (P (1)

n
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where u%o) is an overall amplitude factor scaling between the normalized mode functions w(; ,)(7) and the total

displacement wu;(7,t). Note: we use the comma and parentheses to distinguish the i*" component of the n'* cavity
mode (e.g., ¢(; ) from the propagating input mode (e.g., én).
The mode functions themselves w(; ) () can be found as solutions to the elastic equations of motion:

—w2 p(F) Wiy (F) = Za cwa (g’;’() (C8)

jke

which are also the Euler-Lagrange equations to the lagrangian density (C5).
The normalization of the acoustic mode functions w; ,,)(7) can be set by defining an effective mode volume for each

mechanical mode:
_ 2 \2\ !
Vmech(n) _ /d3 21 ‘w(l,n)(m| ) Q9
e ( \T&r S hwom P ()

In short, we take the fraction of }°, |wy; »(7)|* divided by its integral over all space as a normalized density (integrating

to unity). The average value of this density is equal to the integral of its square over all space. The effective mode
mech(n) .

volume V_g is the volume, which when multiplied by this average density gives unity. With the mechanical mode
volume deﬁned the normahzatlon condition for the acoustic mode functions is given by the convention:

/ P13 e (P = ymeeh(n (C10)

Note that our definition of the mechanical mode volume (C9) is independent of scale changes to w; ) (7).
Next, one can use the mass density p(7) as a weighting function behind an orthogonality relation for the mechanical
mode functions:

[ o) S (1) 7) = 5 ()

Here, mg&) is the effective mass of mode n of the transducer. We can also use this to define an effective mass density

pet generally equal to the material mass density, such that pegVe(ff) = mi?f)

Using the orthogonality relation and previous definitions, one can simplify the mechanical hamiltonian greatly:

Hojos = Zm(m) 2 (o)*+u(o)*u(o)) (C12)

When applying the quantization procedure, we can use the relations:

_ ho .
U;O)e_zw"t — Tb (t) (0133)
Mo Wn
ulO*eiont /Ti);(t) (C13b)
2m wn

to obtain the quantum elastic Hamiltonian:
N PO 1
f§ : T -
Hepgs = hwn, <bnbn + 2> (014)
with displacement operator:

Z (n) (wun)(F)b (t)+w( ) (P, ()) (C15)

The piezoelectric interaction hamiltonian comes from the sum of the quantum elastic hamiltonian and the Electro-
magnetic hamiltonian, where the electric field is modified according to the constitutive equation of the piezoelectric
interaction:

N 1 PR 1 ~
HEM = —/d37" <277”D2D] + thjkDii'jk) . (C]'G)
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where:
8’U,j

o (C17)

B =

and as in standard quantum optics in a dielectric, the electric displacement field operator is given by:

) fio
D) =1y | —— ) e — EG el C18
) ;\/QUW’(n)‘/;gM(@(( )~ E¢ i) (C18)

with mode functions &; ,,) normalized by

* — EM(n
/ A D055 (P)E Gy (VE i (7) = Bonnties oy Ve (C19)
j
and the electromagnetic mode volume is defined similarly to the acoustic mode volume:
3 = 7\ £* 2

= _ 5 (C20)
J @ (S35 (IE Gy (FIEG (7))

Note here, that we separate out the factor of i in the definition of the field modes £(; ,)(7). As an example of the
properties of the spatial mode function, we may use the quantization procedure in [115] to examine £ (7) in the
case of Hermite-Gaussian beam propagation to be:

- G\ Y) ik(n)z/=
E(im) (7) *\(@)e 2 (@) (C21)

where g, (z,y) is a normalized square integrable wavefunction defining the Hermite-Gaussian wavefunction of order
w; &, is the quantization length, which disappears after integration, and (€j,,); is the 7*” component of a unit vector
whose direction is defined along the polarization of light indexed by momentum k and polarization index s. From
this, we see that &£ ,)(7) gives the spatial dependence of the w = w, frequency component of the electromagnetic

field. In addition, we express the electromagnetic hamiltonian in terms of the electric displacement field D in order
to make the evolution of the quantum fields fully consistent with Maxwell’s equations [25].

Overall, the piezoelectric interaction Hamiltonian is given by the portion of the electromagnetic Hamiltonian that
is proportional to strain:

. | .9
Hint = —ihijk/d?’TDiaT%uj (C22)
- Zﬁgijk(mn)(é(i’m) O+l (t)) (13(,,”) O -+b},., (t) (C23)

Here, g;jk(mn) is the piezoelectric interaction coupling constant between electromagnetic mode m and acoustic mode
n:

(C24)

and we have consolidated electromagnetic and acoustic mode volumes into an electromechanical mode volume:

mn EM(m mech(n
Vg™ = Vg VG,

Comparing this to our original hamiltonian for the total system and its simplified equations of motion, we have:

21 vV0Des
frem _% (C25)

Where gpn = 9Gijk(mn), We obtain a real value for /7. In general, 7., is a measured quantity rather than derived,
but we now see how changing the piezoelectric coupling ggys affects it.
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2. Reciprocal relationship between photoelasticity and electrostriction

From the thermodynamics of dielectric media, the differential change in total internal energy U of a bulk dielectric
is given by:

dU =TdS + X;;dz;; + E;dD; (C26)
which can be Legendre-transformed to the Helmholtz Free energy A = U — T'S (leaving D and x independent):

dDy, «,T,D da; T,D.,%

While this kind of relation was used previously to describe the connection between the forward and converse piezo-
electric effects, it can also be used in non-piezoelectric materials to describe the connection between photoelasticity
and electrostriction. Expressing F in terms of the inverse permittivity 7:

which yields the Maxwell relation:

Ex = nkeDe, (C29)

and expanding the derivative of E with respect to strain in the Maxwell relation (C28) using the product rule, we

have:
0X;; 0 oD
(55), o~ ()5, ()
k /) z1,D Lij ) 7Dz Lij ) T D,z

The derivative in the first term on the right hand side is the photoelastic coefficient pys;;, and the second term
on the right-hand side vanishes in a non-piezoelectric material. From this, we obtain the following relation for the
photoelastic coefficient:

(o)., = e (c31)
de z,T,D €0

If we assume the photoelasticity tensor p;jxs to be a constant of the material, we can differentiate this expression
again to have the form for pyy;;:

Py (X _ PBF _ OBF _(_9Ex \ _ (Ot _ Preij (C32)
€0 0D,0D;, 8D48Dk8:z:ij 8£E¢j6Dg(9Dk al‘ijaDé axij @

This shows that the converse to the photoelastic effect is the generation of stresses due to the application of an applied
electric field (which is the only source of the electric displacement field in this system). Unlike the piezoelectric effect,
this stress is proportional to the square of the electric field, and is known as electrostriction [21, 116].

Appendix D: Acoustic vs Optical Phonons: How optical phonons contribute negligibly to overall strain

In this Appendix, we use [48] and [49] to show how at wavelengths much longer than the crystal lattice unit cell
(such as how micron-scale sound waves at GHz-scale frequencies in solids are much longer than the typically nm-scale
unit cells), optical phonons do not contribute significantly to strain in the material. We accomplish this by showing
that in this regime, all optical phonon modes are ones where the center of mass of the unit cell is approximately
stationary, which implies the lattice spacing between unit cells is also constant, and that the material undergoes
approximately no strain.

To understand this, we refer to the one-dimensional case of a coupled lattice of harmonic oscillators similar to the
nearest-neighbor example discussed in chapter 12 of [49] and to the discussion of lattice vibrations in chapter 4 of
[48]. In the limit of small perturbation where these inter-atomic couplings are approximately harmonic, the full 3D
hamiltonian can be decomposed as the sum of three independent 1D hamiltonians, which lends generality to this
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treatment. In short, the dynamics for a system of masses {m,} within unit cells indexed by j, coupled by potential
energy U is given by the following lagrangian:

i) (i) . i 1 i) (i) (i ii—1) (i) (i—1 i,i+1) (5) (41
L=T-U=} QTJ(e TTEEDY §(Vj(g)q§- g + VT Vgl Y+ VT )) (b1)
ije ijl

Here, qﬁi) is the coordinate of the j** atom in the i*" unit cell of the crystal. The kinetic energy tensor Tj(? is given
by:

T = 6;m!” (D2)

where mg-i) is the mass of the j*" atom in the i** unit cell. The potential energy tensors Vj(e) and V](Z D are given
by:

i,0+€ 82
v = ( (03

aqu aq(z+e)

=0

where ¢ may be either 0 to describe the portion of an atom’s potential energy due to interactions within its own unit
cell, or +1 to describe the portion of the atom’s potential energy due to interactions with neighboring unit cells.
From this lagrangian, we have the equations of motion:

d T
oo =i (o) (01)
8qj c')qj
which with the kinetic and potential energy tensors become:
Z(V(g)qéi) + ijiéi—&-lqé-&-l V(z i—1) z D Z z qj (D5)

14

Using a as the distance between corresponding atoms in adjacent unit cells, and the trial propagating wave solution:

qglN) (t) _ U;N)eikNaefiwt (DG)
we can can decouple the equations of motion from adjacent unit cells using qé £ gN)ei“m to obtain the linear
relation:
> (Vie = The)uf™ =0 (D7)
¢
where now
_ 1> ) (1,i— 1) 7Zka (3,4+1) ika
Vie = ij + Vi’ + Vi € (D8)

It is straightforward to understand that Vj(g) is Hermitian (due to equality of mixed partial derivatives and a real-

valued potential energy). Moreover, the total Vj, including the terms containing V;Z’Fl) and Vj(Z’iH) is also hermitian
since the sum of these two terms taken together, is equal to its own conjugate transpose. Based on the hermiticity of
V', we can derive an orthogonality relation for the normal modes at different frequencies (see [49]):

(w? = w2)ul i Thougly) = 0 (DY)

where u([ ]) is the j** component of the normal mode at frequency w..

To prove that optical phonons do not contribute significant strain, we start in the long wavelength limit of k = 0.

In this limit, we can prove that w = 0 is an eigenfrequency of this system, for which the eigenvector #,—gy at k = 0 is

given by (1,1,1,...,1)/y/n. By multiplying V}, by a differential displacement duéN) instead of uyv), this is equivalent

to the zero-frequency-zero-momentum eigenmode being one where all of the forces acting on each atom are fully
canceled out (adding to zero). This normal mode is an acoustic mode where all atoms move together.
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From the orthogonality relation above, we then find that at £ = 0, all other normal modes (which have frequencies
other than zero, and generally quite large) must obey the condition

ijug-N) =0 (D10)
J

or in short, that the center of mass of the unit cell is stationary. Because the center of mass of each unit cell is stationary
at these nonzero frequencies, the spacing between unit cells is also stationary, so that there are no oscillations in
compression, tension, shear, or any other form of stain in the material. In short, these optical phonon modes
contribute no overall strain to the material. Here we distinguish the overall strain as being viewed at macroscopic
length scales that average over many unit cells.

When £ is nonzero, but still small enough that the wavelength is much larger than the unit cell, the acoustic mode
is still one where the components are nearly equal in sign and magnitude. As a consequence, the optical modes will
still be nearly stationary, and will not contribute significantly to the overall strain of the material. It is because of this
that we need only consider acoustic phonons in the optomechanical interaction. The driving laser may excite optical
phonons as well (i.e., Raman scattering), but this is a loss mechanism not related to the transduction process itself.

Appendix E: Quick note on simplification of strain tensor as single derivative

In general, the strain tensor x;; is mathematically defined as [117]:

1/ (du; duj duy, duy,

= + + — . E1l
2 ((d?“j d’l‘i) d’/‘i d’/‘j ( )
Conceptually, the strain tensor applies to deformable extended bodies whose coordinates are given by a range of values
for #. When under strain, points of the body formerly at location 7 are displaced to locations ¥ which will vary as

a function of 7. The displacement function u(7) = ¥ — 7 defines this distortion, and we may express the differential
change of a line segment of length d¢ within this body to d¢’ via the relation:

ZL’ij

de'? = de? + 2$ijd7“id’l“j. (EQ)

This implicitly defines x;; as the strain tensor shown above. For small enough strains that these first derivatives are
much less than unity, we may neglect products of these derivatives to obtain the linearized strain tensor:

i == . E3
Tis 2(arj+ari> (E3)
We are free to define the antisymmetric counterpart tensor Z;; to z;; such that:
1 8ul 8uj 1 =
Tii = — — = ((V x4 7.->7 E4
Ty =5 (arj ari) 5 ((V X s (E4)

which as shown corresponds to components of the curl of the displacement. Summing together both tensors gives us

the simple relation:
Ou; _
ory o )

From Stokes’ Theorem [118], we can write the curl in Z;; as the limit of a line integral of the displacement dotted
along a closed path

/A(ﬁxm.da:f i dr, (E6)
1

(qu)-n:}llinmz aAu-dr, (ET)

where the surface of area A has boundary dA; dd is a vector given by unit vector 7 perpendicular to the surface A
multiplied by the magnitude differential area da; and dr is a differential vector pointing along the curve defining the
boundary 0A of A.
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From the preceding equation, we see that if there is no rigid body rotation in the system, then the line integral of
the displacement % around any closed path in the system must be zero, and therefore that (V x @) = 0.
Finally, where (V x @) = 0, we have that Z;; = 0 and therefore, that:

Ou;
Note that the assumption of no rigid body rotation leading to (E8) also applies on the differential scale. In short, this
approximation also excludes any incidence of torsion waves in the system, where parallel sheets of the system may
be twisting with respect to each other in an oscillatory fashion. One may imagine a transduction mechanism using
a significant optomechanical coupling between these torsion waves in a multimode optical waveguide, and orbital
angular momentum modes of light, but this is beyond the scope of this work.

(
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